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Introduction

•Goal : Predict extreme weather at future horizons ( time stamps ). 

•Multi-step-ahead ( MSA ) Prediction.
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•What we have : weather features ( channels ) in the past.
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•Direct Model :  it treats each future prediction time point independently 
and build a model for each of them

MSA Prediction Model
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•Direct Model : if we want to predict the probability of extreme weather 
for T+h ( the current time is T ), we just need to do the following :

MSA Prediction Model
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•Markov Conditional Forward Model ( MCF ): We build two models to calculate 
conditional probability between two consecutive prediction time and adopt Markov 
Probability to do probability inference.

MSA Prediction Model
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•Markov Conditional Forward Model ( MCF ) : if we want to predict the probability of 
extreme weather for T+h by inferencing using the probability at T+h-1, we need to do the 
following inference:

MSA Prediction Model
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Cube Perturbation

•To address error accumulation
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MCF model accumulates error because of using predicted values 
to compute the next prediction.

Randomly switch the label from 0 to 1 ( or from 1 to 0 ) based 
on a predefined probability.

•Naïve Perturbation
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Cube Perturbation

•Two assumptions of cube perturbations
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Positive data are more critical for model training than 
negative data because of their sparsity. 

Spatial and temporal correlations among labels in the 
obtained data exist.

E.g., κ = 1 results in a 3 × 3 × 3 cube perturbation.

•The definition of “Cube” ( or “Neighbor”)
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Cube Perturbation

•Simple Cube Perturbation ( SCP )
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Based on the aforementioned two assumptions:
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Cube Perturbation

•Neighborhood Probability Cube Perturbation ( NPCP )
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The perturbation probability is proportional to how many of its 
neighbors have positive labels 
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Cube Perturbation

•Multinomial Cube Perturbation ( MCP )
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Models the probability of counts for each side of a k-sided die rolled n times. 

We then roll the k-sided die n times to obtain n data points for perturbation, 
where n is associated with:
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Experiment Results

•Datasets: ExtremeWeather
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A physical variables image dataset containing extreme 
weather labels in each temporal resolution 

16 channels ( e.g. pressure, temperature, humidity… ) 

Each horizon is equal to 6 hours 

4 labels of extreme weather
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Experiment Results

•Experiment Setting
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Two extreme weather phenomena 

Tropical cyclone 

Extratropical cyclone 

Conducted experiments in a certain area 

150 x 150 most active area 

50 - km resolution
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•Direct and MCF model performance ( AUC )
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Experiment Results
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•Direct and MCF model performance ( AUC )
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Experiment Results
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•Performance of various perturbation methods ( AUC )
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Experiment Results
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•Performance of various perturbation methods ( AUC )
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Experiment Results
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Conclusion

•MCF model provides better performance than traditional direct model 
on MSA extreme weather prediction. 

•MCF model learned with the use of CNN yields prominent results for 
both short-term and long-term predictions. 

•Cube perturbation methods successfully enhance the fault tolerance of 
the MCF model by addressing error accumulation.
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Thanks For Your Listening! Any Question? 
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