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•Motivation: Seeking a method to jointly learn the feature from user log and text
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Text-aware Preference Ranking
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Text-aware Preference Ranking
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•Two ranking structures, IPR and WRR, model the relation of U-I and I-W pairs
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Item Preference Ranking (IPR)

Word Relatedness Ranking (WRR) 
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•Seeking a method to jointly learn two ranking structures : IPR and WRR

Item Preference Ranking (IPR)

Word Relatedness Ranking (WRR) 
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Text-aware Preference Ranking

λWRR

λIPR



CIKM’20

A
lle

n 
C

hu
ng

, N
at

io
na

l C
he

ng
ch

i U
ni

ve
rs

ity

X

Experiment Results

•Datasets : Six different public real-world datasets.
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Each of the dataset contains 
A. User-item interaction log (U-I) 
B. Item with its textual description (I-W)

Introduction                  TPR-OPT                  Experiment Results                  Conclusion



CIKM’20

A
lle

n 
C

hu
ng

, N
at

io
na

l C
he

ng
ch

i U
ni

ve
rs

ity

X

•Top-N recommendation performance
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•Sensitivity check on regularization term (  &  ) 

A smaller  can benefit modeling the relation between item and text 

A larger  can prevent overfitting problems on modeling User-Item relation 

A trade-off parameter provides the flexibility on modeling different tasks.
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TPR (_WRR = 0
TPR ( = 0

TPR (_WRR = 0
TPR ( = 0

TPR (_WRR = 0
TPR ( = 0

TPR (_WRR = 0
TPR ( = 0

TPR (_WRR = 0
TPR ( = 0

Item-to-word reconstruction
User-to-item recommendation
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Conclusion

•Design a framework on joint association of user-item interaction and 
relations between items and associated text  

•TPR comprehensively modeling four types of ranking relations on the  
six different tasks to attest the effectiveness of the learned embeddings  

•TPR achieves high modeling efficiency in terms of execution time and 
memory usage. 
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TPR Implementation

• TPR is now publicly available on GitHub: 

Repo: https://github.com/cnclabs/codes.tpr.rec 

•TPR is implemented on the framework of SMORe: 

Repo: https://github.com/cnclabs/smore

10

Introduction                  TPR-OPT                  Experiment Results                  Conclusion

https://github.com/cnclabs/codes.tpr.rec
https://github.com/cnclabs/smore


Thanks For Your Listening 

Any Question ?
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