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\[
\mathcal{L} = \sum_{t \in T} \sum_{i=1}^{n} \sum_{k=1}^{m+1} \text{CrossEntropy}(\hat{F}_{t,i}(\tau_k), H_{t,i}(\tau_k))
\]

\[
\hat{F}(\tau_\ell) = \sum_{k=1}^{\ell} y[k], \quad \text{for } \ell = 1, 2, \ldots, m + 1
\]

\[
H_{t,i}(s) = \begin{cases} 
1, & \text{if } s \geq \zeta_i \\
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\end{cases}
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Dataset
NUS Credit Research Initiative (CRI)

Dates: January 1990 - December 2017
Data: 1.5 M monthly samples of US public companies
Covariates: 14, 2 common and 10 firm-specific covariates
Events: 0 (alive), 1 (default), 2 (other exit)
Prediction horizons: 60 months
Experiment

Two types

Cross-sectional: randomly split data into 13 folds

<table>
<thead>
<tr>
<th>Cross-time</th>
<th>Train</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1990 - 1999</td>
<td>2000</td>
</tr>
<tr>
<td>2</td>
<td>1991 - 2000</td>
<td>2001</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>2002 - 2011</td>
<td>2012</td>
</tr>
</tbody>
</table>
Metrics

Accuracy ratio (AR, %)

\[ AR = \frac{\text{Area above CAP curve}}{\text{Area under CAP curve}} \]

RMSNE

\[ \sqrt{\frac{1}{T} \sum_{i=1}^{T} \left( \frac{\hat{D}_i - D_i}{D_i} \right)^2} \]

\[ \hat{D}_i \]

\[ D_i \]

Estimated default occurrences (monthly)

Default occurrences (monthly)
### Results

Table 1: Results of cross-sectional experiments

<table>
<thead>
<tr>
<th>Horizons (months)</th>
<th>1</th>
<th>3</th>
<th>6</th>
<th>12</th>
<th>24</th>
<th>36</th>
<th>48</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy ratio (AR) (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FIM</td>
<td>94.57</td>
<td>92.37</td>
<td>88.74</td>
<td>81.45</td>
<td>70.85</td>
<td>63.46</td>
<td>58.33</td>
<td>53.37</td>
</tr>
<tr>
<td>MLP (δ = 1)</td>
<td>94.48</td>
<td>92.85</td>
<td>90.43</td>
<td>85.10</td>
<td>75.63</td>
<td>68.08</td>
<td>62.87</td>
<td>58.26</td>
</tr>
<tr>
<td>MLP (δ = 6)</td>
<td>94.29</td>
<td>92.76</td>
<td>90.47</td>
<td>85.73</td>
<td>76.88</td>
<td>69.73</td>
<td>64.55</td>
<td>60.07</td>
</tr>
<tr>
<td>MLP (δ = 12)</td>
<td>93.99</td>
<td>92.64</td>
<td>90.55</td>
<td>86.05</td>
<td>77.67</td>
<td>70.81</td>
<td>65.93</td>
<td>61.45</td>
</tr>
<tr>
<td>LSTM (δ = 1)</td>
<td>94.78</td>
<td>93.17</td>
<td>90.87</td>
<td>86.11</td>
<td>77.47</td>
<td>70.69</td>
<td>65.70</td>
<td>61.09</td>
</tr>
<tr>
<td>LSTM (δ = 6)</td>
<td>94.63</td>
<td>93.29</td>
<td>91.23</td>
<td>87.05</td>
<td>79.00</td>
<td>72.63</td>
<td>67.55</td>
<td>62.96</td>
</tr>
<tr>
<td>LSTM (δ = 12)</td>
<td>94.68</td>
<td><strong>93.48</strong></td>
<td><strong>91.77</strong></td>
<td><strong>87.91</strong></td>
<td><strong>80.79</strong></td>
<td><strong>74.76</strong></td>
<td><strong>69.91</strong></td>
<td><strong>65.32</strong></td>
</tr>
<tr>
<td>GRU (δ = 1)</td>
<td>94.66</td>
<td>93.03</td>
<td>90.77</td>
<td>85.94</td>
<td>77.21</td>
<td>70.34</td>
<td>65.39</td>
<td>60.79</td>
</tr>
<tr>
<td>GRU (δ = 6)</td>
<td>94.41</td>
<td>92.97</td>
<td>90.84</td>
<td>86.54</td>
<td>78.26</td>
<td>71.60</td>
<td>66.45</td>
<td>61.91</td>
</tr>
<tr>
<td>GRU (δ = 12)</td>
<td>94.26</td>
<td>92.94</td>
<td>91.12</td>
<td>86.98</td>
<td>79.22</td>
<td>72.77</td>
<td>67.80</td>
<td>63.27</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td>0.22</td>
<td>1.20</td>
<td>3.41</td>
<td>7.93</td>
<td>14.03</td>
<td>17.81</td>
<td>19.85</td>
<td>22.39</td>
</tr>
</tbody>
</table>

| Panel B           |     |     |     |     |     |     |     |     |
| Root mean square normalized error (RMSNE) |     |     |     |     |     |     |     |     |
| FIM               | 0.74 | 0.64 | 0.62 | 0.84 | 1.23 | 1.18 | 1.06 | 0.96 |
| MLP (δ = 1)       | 0.63 | 0.58 | 0.62 | 0.88 | 1.03 | 1.30 | 1.24 | 1.11 |
| MLP (δ = 6)       | 0.64 | 0.58 | 0.61 | 0.86 | 1.23 | 1.32 | 1.26 | 1.12 |
| MLP (δ = 12)      | 0.63 | **0.57** | **0.60** | 0.83 | 1.21 | 1.27 | 1.17 | 1.03 |
| LSTM (δ = 1)      | 0.62 | 0.60 | 0.64 | 0.89 | 1.26 | 1.30 | 1.23 | 1.11 |
| LSTM (δ = 6)      | 0.64 | 0.61 | 0.62 | 0.86 | 1.23 | 1.25 | 1.19 | 1.07 |
| LSTM (δ = 12)     | 0.64 | 0.62 | 0.61 | **0.81** | **1.11** | **1.12** | **1.03** | **0.90** |
| GRU (δ = 1)       | **0.61** | 0.61 | 0.65 | 0.91 | 1.25 | 1.32 | 1.23 | 1.11 |
| GRU (δ = 6)       | 0.64 | 0.63 | 0.64 | 0.87 | 1.24 | 1.29 | 1.22 | 1.11 |
| GRU (δ = 12)      | 0.64 | 0.64 | 0.64 | 0.83 | 1.13 | 1.18 | 1.10 | 0.98 |
| Improvement (%)    | 17.57 | 19.94 | 3.23 | 3.57 | 9.76 | 5.08 | 2.83 | 6.25 |
## Results

### Table 2: Results of cross-time experiments

<table>
<thead>
<tr>
<th>Horizons (months)</th>
<th>Panel A</th>
<th>Panel B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy ratio (AR) (%)</td>
<td>Root mean square normalized error (RMSNE)</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>FIM</td>
<td>94.08</td>
<td>91.86</td>
</tr>
<tr>
<td>MLP ($\delta = 1$)</td>
<td>93.69</td>
<td>91.76</td>
</tr>
<tr>
<td>MLP ($\delta = 6$)</td>
<td>93.30</td>
<td>91.52</td>
</tr>
<tr>
<td>MLP ($\delta = 12$)</td>
<td>92.77</td>
<td>91.11</td>
</tr>
<tr>
<td>LSTM ($\delta = 1$)</td>
<td>93.87</td>
<td>92.03</td>
</tr>
<tr>
<td>LSTM ($\delta = 6$)</td>
<td>93.46</td>
<td>91.84</td>
</tr>
<tr>
<td>LSTM ($\delta = 12$)</td>
<td>92.81</td>
<td>91.27</td>
</tr>
<tr>
<td>GRU ($\delta = 1$)</td>
<td>93.54</td>
<td>91.37</td>
</tr>
<tr>
<td>GRU ($\delta = 6$)</td>
<td>93.48</td>
<td>91.91</td>
</tr>
<tr>
<td>GRU ($\delta = 12$)</td>
<td>93.03</td>
<td>91.45</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td>0</td>
<td>0.19</td>
</tr>
</tbody>
</table>
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