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1. Introduction

“You're a wizard, Harry.”



1-1. Problem Definition

e Topic_number: 83

83-1 What are some interesting facts about bees =—]

83-2 Why doesn'tpoil ?

83-3 Why are so many dying? subject missing

83-4 What can be doneto stopEl?

83-5 What has happened to ftheir habitat?
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1-2. Query Ambiguity

e Inaconversational system, the semantic ambiguity may come from:
1. Expressing the same thing by various kinds of words
2. Pronoun usage
3. Omitting the repeating subjects
e The potential sources of supplement information to fix it:
1. Historical queries
2. Highly correlated passages
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1-3. Pipeline (Baseline)

[ lstexpansion+1stretrieve] [ Rerank ]

S Retrieved T5 Reranked
Raw query CaR '@iy BM25 passage reranker

i
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[ 2nd Expansion + 2nd Retrieval ]

Baseline

Raw query —

CQR

Passage —

BM25

Query expansion

RM3

SER

T5-squad

—

[ Reranking ]

Expanded |
query

BM25

T5

Retrieved !
passage I reranker
I
1
¥

CQR duery +
| retrieved passage !

Reranked
passage



2. Coreference Query
Reformation (CQR)

“Oh yes, the past can hurt. But you can
either run from it, or learn from it.”



2-1. Coreference Query Reformation

Current query

A

Historical queries

Model
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2-2. Introduction of Transformers

BERT Input [M][my][dog][ is ][cute][[SEP]][he ][Ilkes][play][nlng][[sivl]

Devin, .., Chang, M. W, Lee, Embeddings Iem.llf IIEmIIE IIE HE » IIED. | L= mllefsml
K, & Toutang\{a, K. (2018). +* + -+
A =z, EIEIEE eA EiElE)EE]E]
language understanding. arXiv s -
preprint arXiv:1810.04505. e, EIEEIEEEIEIEE S]]

[ “translate English to German: That is good."

T5

Raffel, C., Shazeer, N., Roberts,

“not acceptable"

“cola sentence: The
course is jumping well."

A-' Lee: K-: Narang: S., Matena, "stsb sentencel: The rhino grazed
M. ...&Liu, P J. (2019). on the grass. sentence2: A rhino
! . ’ .. is grazing in a field."
Exploring the limits of transfer
learning with a unified "summarize: state authorities "six people hospitalized after
text-to-text transformer. arXiv dispatched emergency crews tuesday to a storm in attala county.
. . survey the damage after an onslaught
preprlnt arXiv:1910.10683. of severe weather in mississippi.."
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2-3. CQR model (T5-CQR)

® Pretrained model: T5-based “

 Fine-tuning "Ara Parseghian’,
© Dataset: CANARD Metadata | "When did Ara Parssghias win is
o Dialog with rewritten questions iohivv
’ sze :er]r;Cuet; Q;j::)izn "What was their record for that year?",
m onlyuseaquery of each turn
O OUtPUt: Rewrite "What was Ara Parseghian's record
= rewritten query of the last one querys” | for 1oee7:
ininput
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Let's see how fantastic the CQR is...

83-1 What are some interesting facts about bees 83-1 What are some interesting facts about bees
83-2 Why doesn'tit spoil ? 83-2 Why doesn't bees spoil ?
83-3 Why are so many dying? 83-3 Why are so many dying from bees ?
83-4 What can be done to stop it ? 83-4 What can be done to stop bees dying ?
83-5 What has happened to their habitat? 83-5 What has happened to bees habitat ?
ASCFDA 12



3. Semantic-based Ellipsis
Reduction (SER)

“Whoever you are— | have always
depended on the kindness of
strangers.”
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3-2. SER Model

similarity

— Topic sentence

Current query —— — Expanded query

similarity

— Historical query ———

ASCFDA
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3-3. Historical Queries

e Transformer model: roberta-large
o  Trained on NLI + STSb

e Cosine Similarity Threshold: 0.8 ~0.9 83-3 Why are so many dying from bees ?
O TOO hlgh Simllarity |S meaningless 83-4 What can be done to stop bees dying ?

Query Curents ';:;? Tical quety Yoo Historical query match
[Qi’Qi+1 ] [Qiioi-1] >0.9 [QI’ QI-1]
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3-4. Topic Sentence

e Sentence +doc2query - latent query
e Transformer model: roberta-large

o trained on NLI+STSb
e Cosine Similarity Threshold: 0.9

. Latent N Yes : ' :
Retrieved Sentence Similarity Q1 S1 _ Topic sentence match
FEEa | BM25 passage 7/[81,82..] %’ Doc2query ! ‘}“‘I’_’Vz alculation” _ = = P [Q, Sil
o= q q2..] 3

A

Query
[Q1,Q2.]
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4. Retrieve & Rerank

“You will ride eternal, shiny and chrome.”
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4-1. Retrieve & Rerank

Retrieve

CQR query + 2000

Okapi BM25

SER query +
Okapi BM25

Two-step Retrieve

ASCFDA

Retrieve
1000

CQR query +
T5 model

Rerank
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4-1. Retrieve & Rerank

Two-step Retrieve:
CQR query + Okapi BM25 -> retrieve 2000.
SER query + Okapi BM25 -> retrieve 1000.

Rerank:
CQR query + T5 model

CLIP & CFDA LAB
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5. Manually rewritten
utterance

“Just keep swimming.”
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5-1. T5-SQuAD for Query Expansion

e Purpose

o  To extract the keywords of manual responses with queries information

e Method description

o Use the manual result as the content of T5-squad pretrained model
©  And ask the CQR utterance to T5-SQUAD pretrained model
o Expand CQR utterances with the answer of T5-squad pretrained model

SQuAD Example

T5-SQuAD for QE

( Paragraph:
...These later laws had a low cost to society—the
species were relatively rare—and little opposition
was raised.
Question:
Which laws faced significant opposition?
Answer:
L Later laws

J

Vs

-

Paragraph:
Manual_response_1
Question:
Query_1

Answer: }QE: Query_1 + QE material

The QE materials

J

ASCFDA
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6. Results & Conclusion

Do Androids Dream of Electric Sheep?
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6-1. Results

e Baseline model performs the best. "o e —

CQR

- T5
CQR query reranker

Reranked
passage

e QE(RM3) and QE(SER) reach higher recalls than baseline.

Trec 2019 Trec 2020
Stage Retrieve Rerank Retrieve + Rerank
Raw utterance only mAP@1000 R@1000 R@2000 | mAP@1000 R@1000 | mAP@1000 R@1000 NDCG@3 NDCG@5 NDCG@1000
Raw queries 0.1077 0.4182 0.4681 N/A N/A N/A N/A N/A N/A N/A
Baseline 0.2497 07628  0.8260 0.3724  0.8060 0.3096 | 06106 | 04579 || 04472 | o0.4943
QE(RM3) 0.2845 0.8024 0.8563 0.3695 0.8252 0.3092 0.6405 0.4511 0.4362 0.5003
QE(SER) 0.2434 0.7674 0.8288 0.3713 0.8089 0.3090 0.6131 0.4576 0.4456 0.4934
Manually rewritten utterance | mAP@1000 R@1000 R@2000 | mAP@1000 R@1000 | mAP@1000 R@1000 NDCG@3 NDCG@5 NDCG@1000
QE(T5-squad) N/A N/A N/A N/A N/A 0.3102 0.6498 0.4663 0.4514 0.5131
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6-2. Conclusion

e The mismatch between queries and documents is crucialin a
conversational task.

e The considerable potential of a semantic-based relevance-feedback
method.

e T5domination. “When in doubt, C4!”

ASCFDA
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Cheers.
Thank you for

your Attention! S
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Result of the SER

CQR Query Top Sentence Extracted by SER

Biodegradable plastics are plastics that decompose by
the action of living organisms, usually bacteria

95-6 Tell me more about biodegradable plastics.

How much faster will it grow as a share of the economy?
102-9 How much of an increase is there in social security? || Social Security benefits amounted to 4.9 percent of GDP
in2014

Why was slavery so important to the American South

88-4 Why was slavery important? (in the Ottman Empire) during the period near the Civil War?
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similarity

current
query

topic sentence

Expanded Query

historical
similarity queries
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